Application of Shemesh theorem to quantum channels
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Completely positive maps are useful in modeling the discrete evolution of quantum systems. Spectral properties of operators associated with such maps are relevant for determining the asymptotic dynamics of quantum systems subjected to multiple interactions described by the same quantum channel. We discuss a connection between the properties of the peripheral spectrum of completely positive and trace preserving map and the algebra generated by its Kraus operators $A(A_1,\ldots,A_K)$. By applying the Shemesh and Amitsur-Levitzki theorems to analyse the structure of the algebra $A(A_1,\ldots,A_K)$, one can predict the asymptotic dynamics for a class of operations. Published by AIP Publishing. https://doi.org/10.1063/1.5027616

I. INTRODUCTION

Quantum operations are fundamental mathematical objects used in the description of the evolution of quantum opens systems. Paradigmatic theoretical setup is the following: suppose one has a small system of interest modeled by a Hilbert space $\mathcal{H}$ and the environment, often called ancilla, which is supported on a Hilbert space $\mathcal{K}$. If the initial states of the system and ancilla are $\rho \in \mathcal{B}(\mathcal{H})$ and $\xi \in \mathcal{B}(\mathcal{K})$, respectively, then the state of the system evolves according to

$$\rho \rightarrow \rho' = \text{Tr}_\mathcal{K}[U(\rho \otimes \xi)U^\dagger],$$

(1)

where $U$ is a unitary that describes the evolution of the total system, which is assumed to be closed and satisfies the Schrödinger equation. Equation (1) defines a trace preserving completely positive (CP) map (quantum channel) $\Phi: \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H})$ which describes the general discrete evolution of a quantum open system.1,2 Continuous evolution of such a system is given by a family of completely positive maps $\{\Phi\}_{t \geq 0}$ which leads to a concept of quantum dynamical semigroups3 and the GKSL equation.4–6

On the other hand, instead of continuous time evolution, one can consider the multiple application of the same channel,

$$\rho \rightarrow \Phi(\rho) \rightarrow \Phi^2(\rho) \rightarrow \ldots \rightarrow \Phi^k(\rho) \rightarrow \ldots.$$ (2)

Such evolutions are referred to as quantum Markov chains7,8 or repeated quantum interactions9 and have been studied in the context of quantum networks and sequential measurements.10 In analysis of such systems, one is often interested in asymptotic dynamics, that is, the behavior of the system after many applications of the same channel. Asymptotic dynamics is governed by the spectrum of the superoperator $\Phi$ associated with the channel.9,11,12 In particular, one can show that the dynamics becomes confined to the subspace spanned by the eigenvectors corresponding to unimodular eigenvalues, which are called the peripheral spectrum of $\Phi$. A recent paper by Novotny, Alber, and Jex11 provides expressions allowing one to determine the subspace into which the asymptotic dynamics is confined, also called attractor space. In this approach, one assumes that the peripheral spectrum is known, but for a given quantum map, the spectrum of the corresponding superoperator can be difficult to determine.
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Therefore it would be useful to have some effective criteria to narrow the set of possible elements of the peripheral spectrum. By an effective criterion (or effective condition), we mean any procedure employing only a finite number of arithmetic operations. We emphasize that in applications of mathematics to physics, it is often crucial to have some effective (computable) criteria than purely theoretical ones. The main goal of this work is to provide operational criteria applicable to a wide class of quantum channels allowing us to describe the peripheral spectrum and to detect possible cycles appearing in asymptotic dynamics.

A. Preliminaries and notation

Let $\mathcal{M}_n(\mathbb{C})$ be the space of $n \times n$ complex matrices. We denote by $\mathcal{M}_{n,1}^+(\mathbb{C})$ the set of density matrices. The general Markovian evolution of a quantum system can be described by a completely positive trace preserving (CPTP) map $\Phi : \mathcal{M}_n(\mathbb{C}) \rightarrow \mathcal{M}_n(\mathbb{C})$ restricted to density matrices. It can be shown\(^\text{13}\) that any completely positive (CP) map can be expressed in the form
\[ \Phi(X) = \sum_{i=1}^{K} A_i X A_i^\dagger, \]
(3)
where $K \leq n^2$ and $A_i$ are $n \times n$ matrices called Kraus operators. The map of the above form is trace preserving, if
\[ \sum_{i=1}^{K} A_i^\dagger A_i = I. \]
(4)
Completely positive and trace preserving maps are called quantum operations or quantum channels. Furthermore, if $\Phi(\mathbb{I}) = \mathbb{I}$, that is,
\[ \sum_{i=1}^{K} A_i A_i^\dagger = I, \]
(5)
then such $\Phi$ is called unital. A trace preserving and unital map is also referred to as the bistochastic map.

For a map $\Phi$ in the form (3), the dual map is defined as
\[ \Phi^\circ(X) = \sum_{i=1}^{K} A_i^\dagger X A_i. \]
(6)
Furthermore, operators corresponding to maps $\Phi$ and $\Phi^\circ$ have the same spectrum (counting multiplicities).

Examining the form (3), we see that every CP map can be associated with the subalgebra of $\mathcal{M}_n(\mathbb{C})$, namely, the algebra $\mathcal{A}(A_1, \ldots, A_K)$ generated by $A_1, \ldots, A_K$. Intuitively, this algebra contains all expressions in the form $A_{i_1}^{n_1} A_{i_2}^{n_2} \cdots A_{i_K}^{n_K}$ and their linear combinations. This algebra is independent of the particular representation (3), and thus we will also use the notation $\mathcal{A}(\Phi)$.

Every quantum map has to be positive, meaning that it preserves the positive cone $\mathcal{M}_n^+(\mathbb{C})$. Therefore, similarly to the case of the positive maps, one can introduce the notion of irreducibility:

Definition 1. A completely map $\Phi : \mathcal{M}_n(\mathbb{C}) \rightarrow \mathcal{M}_n(\mathbb{C})$ is called irreducible if there exists no nontrivial face of the cone $\mathcal{M}_n^+(\mathbb{C})$ invariant under the map $\Phi$.

If the map $\Phi$ is given by its Kraus decomposition, the above definition can be expressed in an equivalent way:\(^\text{14,33}\)

**Theorem 1** (Farenick). A completely positive map $\Phi : \mathcal{M}_n(\mathbb{C}) \rightarrow \mathcal{M}_n(\mathbb{C})$ in the form (3) is irreducible if and only if the operators $A_1, \ldots, A_K$ have no nontrivial common invariant subspace (the trivial subspaces are $\{0\}$ and $\mathbb{C}^n$).
From the Burnside theorem, a given subalgebra of \( A \subset \mathcal{M}_n(\mathbb{C}) \) has no nontrivial invariant subspace if and only if \( A = \mathcal{M}_n(\mathbb{C}) \). Therefore, Theorem 1 can be stated as follows: The quantum map in the form (3) is irreducible if and only if
\[
A(A_1, \ldots, A_K) = \mathcal{M}_n(\mathbb{C}).
\] (7)

Note that the eigenvalues and eigenvectors of a complex \( n \times n \) matrix cannot, in general, be computed by radicals when \( n > 4 \) (the Abel–Ruffini theorem). However, much of the spectral information can be obtained without radicals by using finite sequences of arithmetic operations. For example, one can compute the minimal and characteristic polynomials in a finite number of steps. This gives effective answers to some questions connected with the spectral structure of a given matrix. In particular, we can check the following:

1. For a given matrix \( A \), does \( A \) have eigenvalues with multiplicity 2 or more? The answer is positive if the discriminant of the characteristic polynomial is equal to zero.
2. A matrix \( A \) can be represented in a diagonal form if the discriminant of the minimal polynomial is equal to zero.
3. Some invariant subspaces can be constructed in an explicit form. Namely, the so-called Krylov subspaces can be generated if the degree of the minimal polynomial is smaller than the degree of the characteristic polynomial.

The Perron-Frobenius theorem states that, for a positive, unital, and irreducible map \( \Phi : \mathcal{M}_n(\mathbb{C}) \to \mathcal{M}_n(\mathbb{C}) \), there exists eigenvalue 1 which is nondegenerate, and the corresponding eigenvector is strictly positive. For completely positive, trace preserving, or unital map, one can show even more. Assuming that the \textit{peripheral spectrum} \( \text{spec}_1(\Phi) \) of a given trace preserving or unital positive map \( \Phi : \mathcal{M}_n(\mathbb{C}) \to \mathcal{M}_n(\mathbb{C}) \) is defined as the set of eigenvalues of \( \Phi \) with modulus 1, the following theorem holds.

**Theorem 2** (Groh). Let \( \Phi : \mathcal{M}_n(\mathbb{C}) \to \mathcal{M}_n(\mathbb{C}) \) be a trace preserving or unital CP map. If \( \Phi \) is irreducible, then there exists \( m \in \{1, \ldots, n^2\} \) such that the peripheral spectrum of \( \Phi \) has the form
\[
\text{spec}_1(\Phi) = \{ e^{\frac{2\pi i k}{n}}, \ k = 1, \ldots, m \}. \tag{8}
\]

It is worth noting that complete positivity is not necessary—it is sufficient to assume that a positive map \( \Phi \) is trace preserving or unital and for every \( X \in \mathcal{M}_n(\mathbb{C}) \) it satisfies the so-called \textit{Schwarz inequality}: \( \Phi(X)X \leq \Phi(X^\dagger X) \).

According to Corollary 7 from Ref. 12, one can further restrict the possible values in the peripheral spectrum of an irreducible map if the linear span of Kraus operators contains an invertible element:

**Theorem 3.** Let \( \Phi : \mathcal{M}_n(\mathbb{C}) \to \mathcal{M}_n(\mathbb{C}) \) be a trace preserving or unital CP map with Kraus operators \( \{A_i\}_{i=1}^K \). If \( \Phi \) is irreducible and \( \text{span}\{A_i\}_{i=1}^K \) contains an invertible element, then every peripheral eigenvalue \( \lambda \) of \( \Phi \) satisfies \( \lambda^n = 1 \).

Note that assuming only irreducibility, one can only predict that the peripheral spectrum is a cyclic subgroup of \( U(1) \) with order at most \( n^2 \). Theorem 3 states that if additionally \( \text{span}\{A_i\}_{i=1}^K \) (which is true for generic map \( \Phi \)), then one can restrict the order to the divisors of \( n \), which is a significant improvement.

If a positive, trace preserving, or unital map \( \Phi \) has no eigenvalues different than 1 in its peripheral spectrum, then such a map is called \textit{primitive}. Reference 18 provides a useful, operational criterion for primitivity of a CP map:

**Theorem 4.** For a CP map \( \Phi(X) = \sum_{i=1}^K A_i X A_i^\dagger \), define \( S_m(\Phi) \) as the linear span of all possible products of exactly \( m \) Kraus operators,
\[
S_m(\Phi) = \text{span}\{A_{i_1} \ldots A_{i_m}, \ 1 \leq i_1, \ldots, i_m \leq K\}. \tag{9}
\]
Then \( \Phi \) is primitive if there exists \( m \geq 1 \) such that
\[
S_m(\Phi) = \mathcal{M}_n(\mathbb{C}). \tag{10}
\]
The main objective of this paper is to examine the possibilities of weakening the irreducibility requirement while still preserving the spectral properties similar to the conclusion of Theorem 2. We present an approach based on the investigation of the structure of \( \mathcal{A}(\Phi) \) to show the connection with spectral properties of the corresponding operator \( \Phi \). The above mentioned generalization of Theorem 2 is contained in corollaries 2, 3, 4.

We will make use of the classical result stating that if a given algebra \( \mathcal{A}(\Phi) \) is *-algebra, i.e., it is closed under Hermitian conjugation, then one can choose an orthonormal basis in which \( \mathcal{A} \) is block-diagonal:\(^{19}\)

**Corollary 1.** Let \( \mathcal{H} \cong \mathbb{C}^n \) and \( \mathcal{B}(\mathcal{H}) \cong \mathcal{M}_n(\mathbb{C}) \), and let \( \Phi : \mathcal{M}_n(\mathbb{C}) \to \mathcal{M}_n(\mathbb{C}) \) be a trace preserving or unital CP map written in the Kraus form

\[
\Phi(X) = \sum_{i=1}^{K} A_i X A_i^\dagger. \tag{11}
\]

If \( \mathcal{A}(A_1, \ldots, A_K) \) is a *-algebra, then there exist an orthonormal basis \( \{e_i\}_{i=1}^n \) and natural numbers \( d_1, \ldots, d_N \) for which all Kraus operators have the form

\[
A_i = \begin{bmatrix}
A_{i1} & 0 & \cdots & 0 \\
0 & A_{i2} & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & A_{iN}
\end{bmatrix}, \tag{12}
\]

where each block \( A_{im} \) has dimension \( d_m \times d_m \), \( \sum_{j=1}^{N} d_j = n \), and \( \mathcal{A}(A_1, \ldots, A_K) = \mathcal{M}_{d_n}(\mathbb{C}) \). Consequently, there exists a decomposition of the Hilbert space \( \mathcal{H} \) such that

\[
\mathcal{H} = \bigoplus_{j=1}^{N} \mathcal{H}_j, \tag{13}
\]

where \( \dim \mathcal{H}_k = d_k \) for \( k = 1, \ldots, N \), \( A_{im} : \mathcal{H}_m \to \mathcal{H}_m \), and

\[
A_{im} = A_i|_{\mathcal{H}_m}. \tag{14}
\]

The most important examples of the maps for which the algebra \( \mathcal{A}(\Phi) \) is a *-algebra are unital quantum channels.\(^{20}\) In essence, the above theorem states that if \( \mathcal{A}(\Phi) \) is a *-algebra, then one can decompose ("reduce") the Kraus operators into smaller, irreducible blocks.

**II. EIGENSPACES CORRESPONDING TO UNIMODULAR EIGENVALUES**

The problems related to the structure of peripheral spectra, eigenvectors corresponding to unimodular eigenvalues, and fixed points of CP maps (and, more generally, positive maps) have been extensively studied in the literature.\(^{2,11,21–24}\) In particular, the problem of finding sufficient conditions for cyclicity of the peripheral spectrum was adressed in Refs. 23 and 25. In this paper, we attempt to give effective criteria for cyclicity of the peripheral spectrum for certain quantum channels given by their Kraus decomposition. As the starting point for further considerations, in Theorem 5, we present selected known results, focusing on the role of the algebraic structure. We include a proof for completeness.

For a given CP map \( \Phi \), we use the notion of the set \( \chi(\Phi) \) of unimodular eigenmatrices and the fix point space \( \chi_F(\Phi) \),

\[
\chi(\Phi) = \{X \in \mathcal{M}_n(\mathbb{C}) : \exists \lambda \in \mathbb{C}, \ \Phi(X) = \lambda X, \ |\lambda| = 1\}, \tag{15}
\]

\[
\chi_F(\Phi) = \{X \in \mathcal{M}_n(\mathbb{C}) : \ \Phi(X) = X\}. \tag{16}
\]

**Theorem 5.** Let \( \Phi \) be a unital, completely positive map given by its Kraus decomposition \( \Phi(X) = \sum_{i=1}^{K} A_i X A_i^\dagger \). Then, the following conditions are equivalent:

1. The dual map \( \Phi^\circ \) has a full rank fixed point; that is, there exists \( \rho > 0 \) such that \( \Phi^\circ(\rho) = \rho \).
2. The spaces span \( \chi(\Phi) \) and \( \chi_F(\Phi) \) are *-algebras.
3. The following equalities hold:

\[ \chi(\Phi) = \{X \in \mathcal{M}_n(\mathbb{C}) : \exists \lambda \in \mathbb{C} \forall i: A_i X - \lambda X A_i = 0, |\lambda| = 1\}, \]

\[ \chi_F(\Phi) = \{X \in \mathcal{M}_n(\mathbb{C}) : \forall i: [X, A_i] = [X, A_i^\dagger] = 0\}. \]

4. The Kraus algebra \( \mathcal{A}(\Phi) \) is a \( \star \)-algebra.

**Proof.** 1 \( \Rightarrow \) 2. Let \( \rho > 0 \) be a full rank fixed point of a map \( \Phi^\circ \) and \( A \) be an eigenvector to some peripheral eigenvalue \( \lambda \). Then \( A^\dagger \) is an eigenvector to eigenvalue \( \lambda \) and one has \( \Phi(A^\dagger) \Phi(A) = A^\dagger A \). On the other hand, it holds \( \text{Tr}[\Phi(A^\dagger A) \rho] = \text{Tr}[A^\dagger A \Phi^\circ(\rho)] = \text{Tr}[A^\dagger A \rho] \). Putting this together, one obtains

\[ \text{Tr}((\Phi(A^\dagger A) - \Phi(A^\dagger) \Phi(A))\rho) = 0. \] (19)

Now, from the Schwarz inequality \( \Phi(XX^\dagger) \leq \Phi(XX^\dagger) \leq \Phi(XX^\dagger) = \Phi(XX^\dagger) \), one has

\[ \Phi(A^\dagger X) = \Phi(A^\dagger) \Phi(X). \] (20)

Taking arbitrary \( A^\dagger, X \in \chi(\Phi) \), from the above equation, one gets \( A^\dagger X \in \chi(\Phi) \). Therefore span \( \chi(\Phi) \) is closed with respect to multiplication and Hermitian conjugation and, in consequence, is a \( \star \)-algebra. Similar reasoning leads to conclusion that \( \chi_F(\Phi) \) is a \( \star \)-algebra.

2 \( \Rightarrow \) 3. Let \( \Phi(X) = \lambda X \) for \( |\lambda| = 1 \). Then \( \Phi(X^\dagger) = \lambda X^\dagger \). Assuming that \( \chi(\Phi) \) is closed with respect to multiplication and positivity of \( \Phi \), one obtains \( \Phi(XX^\dagger) = XX^\dagger \). Now,

\[ 0 \leq \sum_{i=1}^{K} (A_i X - \lambda X A_i)(A_i X - \lambda X A_i)^\dagger = \sum_{i=1}^{K} A_i XX^\dagger A_i^\dagger - |\lambda|^2 XX^\dagger - |\lambda|^2 XX^\dagger + |\lambda|^2 XX^\dagger = 0. \] (21)

Because each term \( (A_i X - \lambda X A_i)(A_i X - \lambda X A_i)^\dagger \) is positive-semidefinite, Eq. (21) can be satisfied only if \( A_i X - \lambda X A_i = 0 \) for all \( i \). The same reasoning leads to the expression for \( \chi_F(\Phi) \).

3 \( \Rightarrow \) 4. From Eq. (18), it follows that \( \chi_F(\Phi) \) is a commutant of \( \mathcal{A}(\Phi) \). The von Neumann bicommutant theorem implies that \( \mathcal{A} \) is a commutant of \( \chi_F(\Phi) \) and therefore is also a \( \star \)-algebra.

4 \( \Rightarrow \) 1. If \( \mathcal{A}(\Phi) \) is a \( \star \)-algebra, then using decomposition from Corollary 1, one can define irreducible CP maps \( \Phi^\circ_m(X) = \sum_{i=1}^{K} A_{im}^\dagger X A_{im}, i = 1, \ldots, N \). From the Perron-Frobenius theorem, the map \( \Phi^\circ_m \) has a strictly positive fixed point \( \rho_m \in \mathcal{B}(\mathcal{H}_m) \). Now the matrix

\[ \rho = \begin{bmatrix} \rho_1 & 0 & \ldots & 0 \\ 0 & \rho_2 & \ldots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \ldots & 0 & \rho_N \end{bmatrix} \] (22)

is a strictly positive fixed point of \( \Phi^\circ \). \( \square \)

Theorem 5 assumes unitality—however, in quantum information, one usually operates on trace preserving CP maps. Reference 11 provides the “dual” version of Theorem 5 (Theorem V.2). To emphasize the connections, we present it in the form analogous to Theorem 5 (the proof uses similar techniques):  

**Theorem 6.** Let \( \Phi \) be a trace preserving, completely positive map given by its Kraus decomposition \( \Phi(X) = \sum_{i=1}^{K} A_{i} X A_{i}^\dagger \). Then, the following conditions are equivalent:

1. The Kraus algebra \( \mathcal{A}(\Phi) \) is a \( \star \)-algebra.
2. The map \( \Phi \) has a full rank fixed point; that is, there exists \( \rho > 0 \) such that \( \Phi(\rho) = \rho \). Moreover, the following equalities are true:

\[ \chi(\Phi) = \{X \in \mathcal{M}_n(\mathbb{C}) : \exists \lambda \in \mathbb{C} \forall i: A_i X \rho^{-1} - \lambda X \rho^{-1} A_i = 0, |\lambda| = 1\}, \]

\[ \chi_F(\Phi) = \{X \in \mathcal{M}_n(\mathbb{C}) : \forall i: X \rho^{-1} A_i - A_i X \rho^{-1} = 0\}. \] (23) (24)
Thus, the spaces span $\chi(\Phi)$ and $\chi_F(\Phi)$ are $\star$-algebras with respect to the modified product $X \odot Y = X \rho^{-1} Y$.

Theorems 5 and 6 exhibit connections between the structure of the sets $\mathcal{A}(\Phi)$, $\chi(\Phi)$, and $\chi_F(\Phi)$ and give neat expressions for them—however, they give no information about possible values of $\lambda$. We show how to exploit the structure of $\mathcal{A}(\Phi)$ to draw some conclusions from it. The basic result used as the starting point for the application of the Shemesh and Amitsur-Levitzki theorems in Sec. III is stated in Theorem 7. The proof of this theorem uses the following lemma (which proof using the method from Ref. 20 can be found in the Appendix):

**Lemma 1.** Let $\Phi(Y) = \sum_{i=1}^K A_i Y A_i^\dagger$ be a unital CP map such that $\mathcal{A}(A_1, \ldots, A_K)$ is a $\star$-algebra. If $P_k$ is an orthogonal projector onto the subspace $\mathcal{H}_k$ from Eq. (13), $X$ is an eigenvector to an unimodular eigenvalue, and for some $i \neq j$, one has $\dim \mathcal{H}_i \neq \dim \mathcal{H}_j$, and then

$$\tilde{X}_{ij} = P_i X P_j = 0.$$  \hspace{1cm} (25)

When the dimensions of spaces in the block-diagonal decomposition (13) are pairwise distinct, the eigenequation corresponding to a unimodular eigenvalue decouples to the eigenequations for smaller, irreducible operators.

**Theorem 7.** Let $\Phi : \mathcal{M}_n(\mathbb{C}) \to \mathcal{M}_n(\mathbb{C})$ be a unital or trace preserving CP map given in the Kraus form

$$\Phi(X) = \sum_{i=1}^K A_i X A_i^\dagger.$$ \hspace{1cm} (26)

If an algebra $\mathcal{A}(A_1, \ldots, A_K)$ is $\star$-algebra and in its decomposition from Corollary 1, all non-zero blocks have pairwise different dimensions (that is, $d_i \neq d_j$ for $i \neq j, i, j = 1, \ldots, N$), and then there exist natural numbers $m_i$, $1 \leq m_i \leq d_i^2$, such that

$$\text{spec}(\Phi) = C_{m_1} \cup \ldots \cup C_{m_N},$$ \hspace{1cm} (27)

where $C_p$ denotes the cyclic subgroup of $U(1)$ of order $p$, i.e., the set $\{ e^{2\pi ik/p}, k = 0, \ldots, p - 1 \}$. The asymptotic dynamics of the iterated quantum map is periodic with period at most $\text{LCM}(m_1, \ldots, m_N)$, where $\text{LCM}$ denotes the least common multiple. Moreover, if $\text{span}(A_i)_{i=1}^K$ contains an invertible element, then all $m_i$ are divisors of $n$.

**Proof.** Because the map and its dual have the same spectrum, we can assume without loss of generality that $\Phi$ is unital. Let $X \in \mathcal{M}_n(\mathbb{C})$ and $\|X\| = 1$ satisfy the equation

$$\Phi(X) = \lambda X.$$ \hspace{1cm} (28)

If $\tilde{X}_{jk}$ are defined as in Lemma 1, then from the assumption $\tilde{X}_{jk} = 0$ for $j \neq k$. Consequently, if $X \neq 0$, then there exists $m \in \{1, \ldots, N\}$ such that

$$\sum_{i=1}^K A_{im} \tilde{X}_{mm} A_{im}^\dagger = \lambda \tilde{X}_{mm}.$$ \hspace{1cm} (29)

Consider the map $\Phi_m : \mathcal{M}_{m \times m}(\mathbb{C}) \to \mathcal{M}_{m \times m}(\mathbb{C})$,

$$\Phi_m(Y) = \sum_{i=1}^K A_{im} Y A_{im}^\dagger.$$ \hspace{1cm} (30)

We know that $\mathcal{A}(A_{1m}, A_{2m}, \ldots, A_{km}) = \mathcal{M}_{m \times m}(\mathbb{C})$, and therefore, $\Phi_m$ is irreducible, and from Theorem 2, we have $\lambda \in C_p$, where $p \in \{1, \ldots, d_m^2\}$. If $\text{span}(A_i)_{i=1}^K$ contains an invertible element, then the conclusion follows from Theorem 3. \hspace{1cm} $\square$

It is worth noting that a similar approach was earlier used by Wolf and Perez–Garcia,\textsuperscript{22} who investigated the structure of the space span $\chi(\Phi)$ and showed that any trace preserving map $\Phi$ acts on
χ(Φ) by unitary conjugation and permutation within the blocks of the same dimension. In this case, the cyclic eigenvalues correspond to the cycles of the permutation. On the other hand, the formulation of Theorem 7 above is directly based on the set of Kraus operators A_i, and therefore, it is possible to check effectively if its hypothesis is satisfied using only matrix multiplication and addition. Therefore the method of analyzing the spectrum of superoperators presented here is easier to handle with for physical applications, as demonstrated below in Corollaries 2–4 and Examples 1 and 2.

III. APPLICATION TO QUANTUM CHANNELS

Now the question is, how we can investigate the structure of the algebra A(Φ), in order to check the dimensionality of the blocks in the decomposition of the algebra (we are dealing with maps for which A(Φ) is a *-algebra, so such decomposition exists). We show that one can use several tools to “probe” the internal structure of the algebra using only its generators, that is, its Kraus operators. The most important tools are the Shemesh criterion and the Amitsur-Levitzki theorem. Furthermore, we present the example demonstrating how to conveniently find a basis of an algebra and draw conclusions concerning its structure. We begin with the simple corollary for n = 3:

**Corollary 2.** Let Φ be a unital quantum channel M_3(C) → M_3(C) (i.e., defined on qutrits) which has the Kraus operators A_1, ..., A_K. If there exist i and j such that [A_i, A_j] ≠ 0, then the peripheral spectrum is a cyclic subgroup of U(1) of order at most 9. If, moreover, span[A_i]_i=1^K contains an invertible element, the order or peripheral spectrum is at most 3.

**Proof.** Let us write all possible divisions of A(A_1, ..., A_K) into blocks from Corollary 1, namely, 3 = 1 + 1 + 1, 3 = 1 + 2, and 3 = 3. The case 3 = 1 + 1 + 1 is impossible because A is non-commutative. The case 3 = 3 means that the map Φ is irreducible, and in the case 3 = 2 + 1, blocks have pairwise distinct dimensions, so we are able to use Theorems 7 and 3. □

We now introduce the above-mentioned theorems of Shemesh and Amitsur-Levitzki:

**Theorem 8** (Shemesh\(^{27}\)). Matrices A, B ∈ M_n(C) have a common eigenvector if and only if

\[
\mathcal{M} = \bigcap_{k,l=1}^{n-1} \ker[A^k, B^l] ≠ \{0\}. \quad (31)
\]

It is not difficult to show that M is the smallest subspace of H = C^n which contains all common eigenvectors of the matrices A and B.

At the same time, the subspace M defined in (31) is the common invariant subspace with respect to A and B and on which A and B commute. There is a generalization of this theorem for an arbitrary number of matrices:

**Theorem 9.** Assume that H, A_1, ..., A_s ∈ M_n(C) and that H has pairwise distinct eigenvalues. Define

\[
\mathcal{N}(H, A_1, ..., A_s) = \bigcap_{k=1}^{n-1} \bigcap_{i=1}^s \ker(H^k, A_i). \quad (32)
\]

Then, the matrices H, A_1, ..., A_s have a common eigenvector if and only if \(\mathcal{N}(H, A_1, ..., A_s) ≠ \{0\}\).

The standard polynomial for n noncommutative variables X_1, ..., X_n is defined in the following way:

\[
S_n(X_1, ..., X_n) = \sum_{\sigma ∈ S_n} \operatorname{sign}(\sigma)X_{\sigma(1)} \cdots X_{\sigma(n)}, \quad (33)
\]

where the summation runs over all permutations of the set \{1, ..., n\}. 

Theorem 10 (Amitsur and Levitzki\textsuperscript{28}). The full matrix algebra $\mathcal{M}_n(\mathbb{C})$ satisfies the standard polynomial identity of order $2n$; that is, for all matrices $A_1, \ldots, A_{2n}$, we have

$$S_{2n}(A_1, \ldots, A_{2n}) = 0.$$ \hfill (34)

Moreover the algebra $\mathcal{M}_n(\mathbb{C})$ satisfies no identity of order smaller than $2n$.

The following corollaries exploit a similar idea to the one for $n = 3$:

Corollary 3. Let $\Phi$ be a unital quantum channel $\mathcal{M}_3(\mathbb{C}) \to \mathcal{M}_3(\mathbb{C})$ with the Kraus operators $A_1, A_2$. If

$$\bigcap_{k,l=1}^4 \ker[A_{1k}^*, A_{2l}^*] = \{0\},$$ \hfill (35)

then the peripheral spectrum of $\Phi$ is the sum of two cyclic subgroups of $U(1)$ of order at most 25. If, moreover, $\text{span}[A_i^K]_{i=1}^4$ contains an invertible element, then the order of peripheral spectrum is at most 5.

Proof. Condition (35) means that $A_1$ and $A_2$ do not have a common eigenvector. The only divisions into blocks can assume the form $5 = 5$ or $5 = 2 + 3$, and it remains to use Theorems 7 and 3. \hfill \Box

Corollary 4. Let $\Phi$ be the mixed unitary channel $\mathcal{M}_4(\mathbb{C}) \to \mathcal{M}_4(\mathbb{C})$ given in the form

$$\Phi(X) = \sum_{i=1}^K p_i U_i X U_i^\dagger,$$ \hfill (36)

where $U_i$ are unitary, $p_1, \ldots, p_K \geq 0$, and $\sum_{i=1}^K p_i = 1$. Furthermore, define $V_{ij}$ as follows:

$$V_{ij} = U_i U_j U_i^\dagger U_j^\dagger - U_i^\dagger U_j U_i U_j^\dagger + U_i^\dagger U_j^\dagger U_i U_j - U_i U_j U_i^\dagger U_j.$$ \hfill (37)

If there exists $i, j \in \{1, \ldots, K\}$ such that

$$V_{ij} + V_{ij}^\dagger \neq 0,$$ \hfill (38)

then the peripheral spectrum of $\Phi$ is the cyclic subgroup of $U(1)$ of order at most 4.

Proof. We will show that the condition from the above assumption means that $\mathcal{A}(U_1, \ldots, U_K)$ does not satisfy the standard polynomial identity $S_4$. The map $\Phi$ is unital, and therefore, $\mathcal{A}(U_1, \ldots, U_K)$ is a $\ast$-algebra and contains $U_i^\dagger$ for $i = 1, \ldots, K$. For $i \neq j$, we will compute $S_4(U_i, U_j, U_i^\dagger, U_j^\dagger)$. To this end, rewrite $U_1 \to 1$, $U_2 \to 2$, $U_3 \to 3$, and $U_4 \to 4$. Observe that from unitarity, all permutations where numbers 1, 3 or 2, 4 are side by side give the expression $\mathbb{I}_4$ in $S_4$. Moreover, for each “one” with minus sign, there exists a “one” with plus sign [e.g., (1234) and (3124)]. All “ones” are created from the permutations (1324), (2413), (1243), and (2134) due to the pairwise exchanges $1 \leftrightarrow 3, 2 \leftrightarrow 4$—together we have 16 permutations. We are left with 8 permutations: (1234), (3214), (3412), (1432), and their conjugations. Substituting matrices for numbers, we obtain

$$S_4(U_i, U_j, U_i^\dagger, U_j^\dagger) = V_{ij} + V_{ij}^\dagger \neq 0.$$ \hfill (39)

From Theorem 10, we can conclude that the algebra $\mathcal{A}(U_1, \ldots, U_K)$ in its decomposition cannot contain the algebra $\mathcal{M}_2(\mathbb{C})$. Therefore, the only possible decompositions are the following: $4 = 4, 4 = 3 + 1$—it remains to use Theorems 7 and 3. \hfill \Box

Remark 1. The assumptions in Corollaries 2–4 can be weakened. It suffices that the map $\Phi$ is completely positive unital or trace preserving, for which the algebra generated by its Kraus operators is a $\ast$-algebra (then, the hypothesis of Theorem 7 is still satisfied).
Remark 2. The methods presented in Proofs of Corollaries 2 are flexible and applicable to other dimensions (one can use standard polynomials of higher order). Moreover, for a trace preserving and unital channel $\Phi$, one can effectively check its irreducibility: it suffices to verify if the fixed point spaces $\chi_F(\Phi)$ and $\chi_F(\Phi^o)$ are one-dimensional\(^2\)—then $\mathbb{I}$ is the only strictly positive fixed point of $\Phi$ and $\Phi^o$. For example, this criterion can help to decide which decomposition $(2 + 3$ or $5)$ is realized in the setup of Corollary $6$ when $(35)$ is satisfied: if $\dim \chi_F(\Phi) > 1$ or $\dim \chi_F(\Phi^o) > 1$, then one has decomposition $2 + 3$ and the peripheral spectrum is a sum of two cyclic subgroups of $U(1)$ of order at most $9$ (at most $3$ if the linear span of Kraus operators contains an invertible element).

The above statement emphasizes the important role of the algebraic structure in the theorems presented here.

IV. EXAMPLES

A. Application of the Shemesh criterion

Example 1. Let us consider the quantum channel given by the following Kraus operators:

$$A_1 = \begin{pmatrix}
\frac{3}{10} & \frac{i \sin \phi}{\sqrt{2}} & -\frac{3}{10} \\
\frac{i \sin \phi}{\sqrt{2}} & 0 & -\frac{i \sin \phi}{\sqrt{2}} \\
-\frac{3}{10} & \frac{i \sin \phi}{\sqrt{2}} & \frac{3}{10}
\end{pmatrix},$$

$$A_2 = \begin{pmatrix}
\frac{2}{5} - \cos \phi & \frac{i \sin \phi}{2} & -\frac{2}{5} - \cos \phi \\
0 & \cos \phi & 0 \\
-\cos \phi & \frac{2}{5} & 0 - \cos \phi
\end{pmatrix},$$

where the parameter $\phi \in [0, 2\pi)$. One can check that

$$A_1^\dagger A_1 + A_2^\dagger A_2 = A_1 A_1^\dagger + A_2 A_2^\dagger = \mathbb{I},$$

so the map is trace preserving and unital and consequently $\mathcal{A}(A_1, A_2)$ is a $^\ast$-algebra. Moreover, one has

$$[A_1, A_2] = \begin{pmatrix}
0 & i \sqrt{2} \sin \phi \cos \phi & 0 \\
i \sqrt{2} \sin \phi \cos \phi & 0 & i \sqrt{2} \sin \phi \cos \phi \\
0 & i \sqrt{2} \sin \phi \cos \phi & 0
\end{pmatrix},$$

and

$$[A_1^2, A_2] = [A_1, A_2^2] = 0,$$

so $\dim \ker[A_1, A_2] = 1$ and it follows from the Shemesh theorem that matrices $A_1$ and $A_2$ have one common eigenvector. Therefore the algebra $\mathcal{A}(A_1, A_2)$ decomposes into blocks with dimensions $2$ and $1$. Moreover, for $\phi \notin \{0, \pi\}$, matrices $A_1$ and $A_2$ are invertible, so only $1$ and $-1$ can belong to the peripheral spectrum. In fact, we can conclude that for every $\phi$, the peripheral spectrum of $\Phi$ is exactly equal to the set $\{1, -1\}$. To see this, one can observe that the $2 \times 2$ part of the algebra $\mathcal{A}(A_1, A_2)$ is a unital qubit map; therefore, it can be expressed using Pauli matrices as its Kraus operators (including the identity matrix). However, one can check that for every choice of two matrices from the set $\{\mathbb{I}, \sigma_x, \sigma_y, \sigma_z\}$, the assumptions of Theorem 4 are not satisfied—therefore, the map $\Phi$ is not primitive and its peripheral spectrum must be nontrivial.

Example 2. Let us now consider the unital quantum map given by three Kraus operators,

$$A_1 = \begin{pmatrix}
\frac{1}{4 \sqrt{2}} & -\frac{1}{4 \sqrt{2}} - \frac{i \sin \phi}{\sqrt{2}} & \frac{1}{4} - \frac{1}{2} i \sin \phi \\
-\frac{1}{4 \sqrt{2}} + \frac{i \sin \phi}{\sqrt{2}} & \frac{1}{4} & -\frac{1}{4} - \frac{1}{2} i \sin \phi \\
\frac{1}{4} + \frac{1}{2} i \sin \phi & -\frac{1}{4} + \frac{1}{2} i \sin \phi & \frac{1}{2 \sqrt{2}}
\end{pmatrix},$$

and

$$A_2 = \begin{pmatrix}
\frac{2}{5} - \cos \phi & \frac{i \sin \phi}{2} & -\frac{2}{5} - \cos \phi \\
0 & \cos \phi & 0 \\
-\cos \phi & \frac{2}{5} & 0 - \cos \phi
\end{pmatrix},$$
We can think about each element of this sequence as a word
\[ A_{2} = \begin{pmatrix}
\frac{1}{4} - \cos \phi & \frac{3}{4} \cos \phi - \frac{1}{4} & \frac{1}{4} \cos \phi \\
\frac{3}{4} \cos \phi - \frac{1}{4} & \frac{1}{4} & \frac{3}{4} \cos \phi \\
\frac{1}{4} & \frac{3}{4} \cos \phi - \frac{1}{4} & \frac{1}{4} \cos \phi
\end{pmatrix}, \]
\[ A_{3} = \begin{pmatrix}
\frac{1}{4} - \frac{3}{2} i \sin \phi & -\frac{1}{4} + \frac{1}{2} i \sin \phi & \frac{1}{4} + i \sin \phi \\
-\frac{1}{4} + \frac{1}{2} i \sin \phi & \frac{1}{4} - \frac{3}{2} i \sin \phi & \frac{1}{4} - i \sin \phi \\
\frac{1}{4} & \frac{3}{4} \cos \phi - \frac{1}{4} & \frac{1}{4} \cos \phi
\end{pmatrix}. \]

Note that in this case, one cannot use the basic version (31) of the Shemesh theorem. However, we can make use of Theorem 9—this theorem gives a computable criterion to check whether matrices have a common eigenvector, one can verify if the matrix has pairwise distinct eigenvalues by computing the discriminant. For example, in our case, the discriminant of the characteristic polynomial of \( A_{3} \) is equal to
\[ \text{disc}(A_{3}) = \frac{1}{2} \left( \sin^{6} \phi - 2 \sin^{4} \phi + \sin^{2} \phi \right) \]
and is nonzero in general. Thus, \( A_{3} \) has pairwise distinct eigenvalues, and therefore we can apply Theorem 9 (the role of \( H \) is played by \( A_{3} \)). We have that
\[ [A_{3}^{2}, A_{1}] = [A_{3}^{2}, A_{2}] = 0 \]
and
\[ \ker[A_{3}, A_{1}] = \ker[A_{3}, A_{2}] = \left( \frac{1}{\sqrt{2}}, -\frac{1}{\sqrt{2}}, 1 \right). \]

Therefore, the matrices \( A_{1}, A_{2}, \) and \( A_{3} \) have a common eigenvector, the algebra \( \mathcal{A}(A_{1}, A_{2}, A_{3}) \) has block decomposition in the form \( 2 + 1 \), and we know that the peripheral spectrum is the cyclic subgroup of \( U(1) \) of order at most 4. Now, applying the similar reasoning as in the discussion of the previous example, we can conclude that for every \( \phi \not\in \{0, \pi\} \), the peripheral spectrum of \( \Phi \) is equal to \( \{1\} \). Indeed, for every choice of three matrices from the set \( \{I, \sigma_{x}, \sigma_{y}, \sigma_{z}\} \), assumptions of Theorem 4 are satisfied for \( m = 2 \), so the \( 2 \times 2 \) part of the algebra \( \mathcal{A}(A_{1}, A_{2}, A_{3}) \) represents the primitive map.

**B. Finding the basis of the algebra**

The aim of this section is to show how to use Remark 1 in practice. Applying this technique, one can get information concerning the peripheral spectrum without assuming unitality; however, first one has to establish whether algebra \( \mathcal{A}(\Phi) \) is a \( * \)-algebra.

We argue that in some cases, it is quite easy to find the basis and check the properties of the algebra \( \mathcal{A} \) explicitly. For example, if one has an algebra of \( n \times n \) matrices whose basis consists of \( D < n^{2} \) elements, then one knows that this algebra is reducible.

Suppose we want to find the basis of the algebra \( \mathcal{A}(A_{1}, A_{2}) \), where \( A_{1} \) and \( A_{2} \) are the square \( n \times n \) matrices. One has to consider the following sequence of words formed by \( A_{1} \) and \( A_{2} \):
\[ \{I, A_{1}, A_{2}, A_{1}^{2}, A_{2}^{2}, A_{1} A_{2}, A_{2} A_{1}, \ldots\}. \]

We can think about each element of this sequence as a word \( w_{m}(A_{1}, A_{2}) \) of length \( m \), that is, as
\[ w_{i}(A_{1}, A_{2}) = \{A_{1}^{i_{1}} A_{2}^{i_{2}} \ldots A_{1}^{i_{k}}, i_{1} + i_{2} + \ldots + i_{k} = i\}. \]

Denoting the set of all words of length not greater than \( m \) as \( L_{m} \) and applying the Cayley-Hamilton theorem, we obtain for some \( p \) that
\[ L_{0} \subset L_{1} \ldots \subset L_{p} = L_{p+1} = \mathcal{A}(A_{1}, A_{2}). \]

Thus \( p \leq n^{2} - 1 \). However, one can find much better upper bound,\textsuperscript{30,31} for example,
\[ p \leq \left\lfloor \frac{n^{2} + 3}{2} \right\rfloor. \]
which holds for all generating matrices. In the next example, we present how one can investigate the structure of the generated algebra systematically (using basic functionalities of tools like Mathematica or Matlab).

Let us consider the quantum channel given by the following Kraus operators of size $n = 3$:

$$A_1 = \frac{1}{\sqrt{6}} \begin{bmatrix} 1 & -1 & 1 \\ \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 \\ -\frac{1}{\sqrt{2}} & 0 & \sqrt{2} \end{bmatrix},$$

$$A_2 = \frac{1}{\sqrt{6}} \begin{bmatrix} \sqrt{2} & \frac{1}{\sqrt{3}} & -\frac{1}{\sqrt{6}} \\ -1 & \frac{1}{2} & \frac{1}{2} \\ 1 & \frac{1}{2} & \frac{1}{2} \end{bmatrix}.$$  

(52)

(53)

One can easily check that $A_1^* A_1 + A_2^* A_2 = I$, so, indeed, those operators represent a quantum channel. However, as $A_1 A_1^* + A_2 A_2^* \neq I$, this channel is not unital and Corollary 2 cannot be applied directly. It is also not clear whether they generate a $\star$-algebra. However, using inequality (51), one can observe that it suffices to consider the “words” up to order 4. We follow the procedure described in the general instructions and proceed as follows:

1. Compute the products $w_i(A_1, A_2)$ up to order $i = 4$.
2. Construct a rectangular matrix, later called $R$ with columns obtained by reshaping square matrices $w_i(A_1, A_2)$ computed in item 1.
3. Perform the Gaussian elimination on $R$ in order to find the basis.

In the considered example, the basis turns out to consist of the matrices $A_1, A_2, A_1^2, A_1 A_2, A_2 A_1$,

$$E_1 = A_1 = \begin{bmatrix} 1 & -1 & 1 \\ \frac{1}{\sqrt{2}} & \sqrt{2} & 0 \\ -\frac{1}{\sqrt{2}} & 0 & \sqrt{2} \end{bmatrix}, \quad E_2 = A_2 = \begin{bmatrix} \sqrt{2} & \frac{1}{\sqrt{3}} & -\frac{1}{\sqrt{6}} \\ -1 & \frac{1}{2} & \frac{1}{2} \\ 1 & \frac{1}{2} & \frac{1}{2} \end{bmatrix},$$

$$E_3 = A_1^2 = \begin{bmatrix} 1 - \sqrt{2} & -1 - \sqrt{2} & 1 + \sqrt{2} \\ 1 + \frac{1}{\sqrt{2}} & 2 - \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\ -1 - \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 2 - \frac{1}{\sqrt{2}} \end{bmatrix}, \quad E_4 = A_1 A_2 = \begin{bmatrix} 2 + \sqrt{2} & 1 - \frac{1}{\sqrt{2}} & 1 - \frac{1}{\sqrt{2}} \\ 1 - \sqrt{2} & \frac{1}{2} & \frac{1}{2} - \frac{1}{\sqrt{2}} \\ -1 + \sqrt{2} & \frac{1}{2} & \frac{1}{2} + \frac{1}{\sqrt{2}} \end{bmatrix},$$

$$E_5 = A_2 A_1 = \begin{bmatrix} 1 + \sqrt{2} & 1 - \sqrt{2} & -1 + \sqrt{2} \\ 1 + \frac{1}{\sqrt{2}} & \frac{1}{2} + \frac{1}{\sqrt{2}} & -1 + \frac{1}{\sqrt{2}} \\ 1 - \frac{1}{\sqrt{2}} & -1 + \frac{1}{\sqrt{2}} & 1 + \frac{1}{\sqrt{2}} \end{bmatrix}.$$  

Therefore,

$$D = \dim(A(A_1, A_2)) < n^2,$$  

entailing that the algebra is reducible—but without any information whether it is a $\star$-algebra or even a semisimple algebra. Performing the Gaussian elimination, we can observe that

$$A_1^i = \frac{1}{\sqrt{6}} (a_1 E_1 + a_2 E_2 + a_4 E_4 + a_5 E_5) = a_1 A_1 + a_2 A_2 + a_4 A_1 A_2 + a_5 A_2 A_1,$$

(55)

where

$$a_1 = \frac{1}{14} (3 - 8 \sqrt{2}), \quad a_2 = \frac{1}{28} (6 + 5 \sqrt{2}), \quad a_4 = \frac{1}{2 \sqrt{2} - 8}, \quad a_5 = \frac{1}{14} (5 + 3 \sqrt{2}).$$

Analogously,

$$A_2^i = \frac{1}{\sqrt{6}} (b_1 E_1 + b_2 E_2 + b_4 E_4 + b_5 E_5) = b_1 A_1 + b_2 A_2 + b_4 A_1 A_2 + b_5 A_2 A_1,$$  

(56)
where
\[ b_1 = \frac{1}{14} (11 + 8 \sqrt{2}), \quad b_2 = \frac{1}{28} (22 - 5 \sqrt{2}), \quad b_4 = \frac{1}{28} (4 + \sqrt{2}), \quad b_5 = \frac{1}{14} (-5 - 3 \sqrt{2}). \]

Given the above equations, it seems quite obvious that the algebra \( A(A_1, A_2) \) is a \( \star \)-algebra. Moreover, from the trace preservation conditions, we know that it contains an identity matrix. It is now clear that the only possible division into irreducible blocks is \( 3 = 2 + 1 \) (to generate 5-dimensional algebra), meeting the requirements of Remark 1.

V. CONCLUDING REMARKS

The main objective of this paper was to present some examples and practical tools enabling us to “probe” the structure of the algebra generated by the given matrices which determine the quantum channels.

In Sec. II, we discussed how the classical theorem of Groh,\(^{16}\) concerning the peripheral spectrum of the irreducible channel, can be generalized to cover channels that are not necessarily irreducible. We showed that by assuming that the algebra generated by the Kraus operators is a \( \star \)-algebra and that its block decomposition consists of blocks of pairwise distinct dimensions, the peripheral spectrum contains only roots of unity. In Sec. III, we provided operational criteria based on the Shemesh and Amitsur-Levitzki theorems which allow one to analyze the structure of the algebra and to verify the validity of the assumptions concerning different dimensionalities of the blocks.

In Sec. IV, we demonstrated a practical example of dealing with the generalized case of non-unital quantum maps by applying Remark 1. The techniques presented in this work allow us to gain an insight into the spectrum of the superoperator corresponding to the map by using only elementary arithmetic operations, which include multiplication and addition of matrices and solving linear equations. Therefore, one can apply these methods, for instance, to analyze entire families of superoperators dependent on given parameters.

The physical importance of the presented topic is closely related to iterated quantum dynamics (multiple application of a given quantum operation). Knowing eigenvalues of the superoperator belonging to the peripheral spectrum, one can predict the maximal length of the cycles which may occur during the asymptotic dynamics. The described methods of investigating the structure of matrix algebra could also be applied to the problem of quantum compression.\(^{34}\)

Let us conclude the paper by presenting a short list of open questions. The subject of characterizing the peripheral spectrum of an irreducible but not primitive quantum channel is left over for a further study. It could also be interesting to examine the connection between the number of eigenvalues in the peripheral spectrum and the maximal dimension of the space \( S_m(\Phi) \) defined in the hypothesis of Theorem 4. Furthermore, developing more effective algorithms for computing the basis of the generated algebra and verifying its closeness under the Hermitian conjugation would allow us to provide a detailed description of spectral properties of quantum channels and to predict asymptotic properties of discrete quantum dynamics.
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APPENDIX: PROOF OF LEMMA 1

First we recall a simple fact concerning the matrix norms: Let \( \|\cdot\|_p \) denote the standard norm \( \ell_p \) in the space \( \mathbb{C}^n \). The matrix \( A \in \mathcal{M}_{m,n}(\mathbb{C}) \) with \( m \) rows and \( n \) columns forms an operator \( \mathbb{C}^n \to \mathbb{C}^m \).
In the matrix space $\mathcal{M}_{m,n}(\mathbb{C})$, we have the standard norm induced by the norm $\|\cdot\|_p$,

$$\|A\|_p = \sup_{x \neq 0} \frac{\|Ax\|_p}{\|x\|_p} = \inf\{C \geq 0 : \forall x \in \mathbb{C}^n : \|Ax\|_p \leq C\|x\|_p\}. \quad (A1)$$

Furthermore, the infinity norm $\|\cdot\|_\infty$ is equal to the largest singular value of the matrix.

**Proposition 1.** If the vector 2-norm $\|\cdot\|_2$ is a norm in $\mathbb{C}^n$ induced by the Euclidean scalar product, then for each $A \in \mathcal{M}_{m,n}(\mathbb{C})$, one has

$$\|A\|_2 = \|A\|_\infty,$$  

where $\|A\|_2$ is the norm in matrix space defined by $(A1)$. Moreover, the set

$$\mathcal{V} = \{x \in \mathbb{C}^n : \|Ax\|_2 = \|A\|_2 \|x\|_2\} \quad (A3)$$

is a vector subspace of $\mathbb{C}^n$.

**Proof of Lemma 1.** Let us assume that $|1| = 1$, $X \in \mathcal{M}_n(\mathbb{C})$, $X \neq 0$, and

$$\sum_{i=1}^K A_i X A_i^\dagger = \lambda X. \quad (A4)$$

Using Corollary 1, we choose the orthonormal basis $\{e_j\}_{j=1}^n$ of the space $\mathcal{H} \simeq \mathbb{C}^n$ in which all $A_i$ are of the form (12). Now it is clear that it suffices to show the thesis for the Kraus operators in this basis. Zero block is not present due to the unitality. Let $P_m$ be the Hermitian projector onto the space $\mathcal{H}_m$ from the decomposition (13), $m = 1, \ldots, N$. Denote $X_{jk} = P_j X P_k$ for $j, k = 1, \ldots, n$. Equation (A4) can be rewritten in the block form

$$\sum_{i=1}^K A_i X_{jk} A_i^\dagger = \lambda X_{jk}, \quad j, k = 1, \ldots, N. \quad (A7)$$

Now we introduce matrices in the block form

$$B_m = \begin{bmatrix} A_{1m} & A_{2m} & \cdots & A_{Km} \end{bmatrix}, \quad B_m \in \mathcal{M}_{d_m,Kd_m}(\mathbb{C}), \quad m = 1, \ldots, N, \quad (A8)$$

and

$$X_{jk}^{(K)} = \text{diag}(\tilde{X}_{jk}, \tilde{X}_{jk}, \ldots, \tilde{X}_{jk}), \quad \tilde{X}_{jk}^{(K)} \in \mathcal{M}_{Kd_j,Kd_k}(\mathbb{C}). \quad (A9)$$

Matrices $B_m$ can be treated as the maps $\bigoplus_{i=1}^K \mathcal{H}_m \to \mathcal{H}_m$ and $\tilde{X}_{jk}^{(K)}$ as the maps $\bigoplus_{i=1}^K \mathcal{H}_k \to \bigoplus_{i=1}^K \mathcal{H}_j$. From unitality of $\Phi$, we see that the singular values of $B_m$ equal to 1, and from Proposition 1, one has $\|B_m\|_2 = \|B_m^\dagger\|_2 = 1$. Equations (A7) can be rewritten in the form

$$B_j \tilde{X}_{jk}^{(K)} B_k^\dagger = \lambda \tilde{X}_{jk}, \quad j, k = 1, \ldots, N. \quad (A10)$$

Choose $j, k$ and assume that $\tilde{X}_{jk} \neq 0$. Then $\|\tilde{X}_{jk}^{(K)}\|_2 = \|\tilde{X}_{jk}\|_2 \neq 0$ as well. Using Proposition 1, consider the subspace where $\tilde{X}_{jk}$ achieves its norm

$$\mathcal{V}_{jk} = \{v \in \mathcal{H}_k : \|\tilde{X}_{jk} v\|_2 = \|\tilde{X}_{jk}\|_2 \|v\|_2 \neq 0\}.$$
Take $v \in V_{jk}$. Using the fact that $||B_j||_2 = ||B^\dagger_k||_2 = 1$ and $l||l = 1$, we have

$$||\tilde{X}_{jk}||_2 ||v||_2 = ||\tilde{X}_{jk}v||_2 = ||\lambda \tilde{X}_{jk}v||_2 = ||B_j \tilde{X}_{jk}^\dagger v||_2 \leq ||\tilde{X}_{jk}^\dagger B^\dagger_k v||_2 \leq ||\tilde{X}_{jk}^\dagger||_2 ||v||_2.$$  

This means that the inequality ($\star$) above is saturated. But one also has

$$\tilde{X}_{jk}^\dagger B^\dagger_k v = \begin{pmatrix} \tilde{X}_{jk} A_{1k}^\dagger v \\ \vdots \\ \tilde{X}_{jk} A_{Kk}^\dagger v \end{pmatrix}, \quad B^\dagger_k v = \begin{pmatrix} A_{1k}^\dagger v \\ \vdots \\ A_{Kk}^\dagger v \end{pmatrix}.$$  

This implies

$$||\tilde{X}_{jk} A_{ik}^\dagger v||_2 = ||\tilde{X}_{jk}||_2 ||A_{ik}^\dagger v||_2, \quad i = 1, \ldots, K,$$

and thus

$$A_{ik}^\dagger v \in V_{jk}, \quad i = 1, \ldots, K. \quad (A14)$$

In consequence, $V_{jk}$ is the common invariant subspace of $A_{ik}^\dagger$ for $i = 1, \ldots, K$. But $A(A_{1k}, \ldots, A_{Kk}) = A(A_{1k}, \ldots, A_{Kk}) = M_d(\mathbb{C})$, and therefore due to the Burnside theorem, we have $V_{jk} = \mathcal{H}_k \approx \mathbb{C}^d$ (since $V_{jk}$ is nontrivial). Hence for $v \in \mathcal{H}_k$, one has $||\tilde{X}_{jk}v||_2 = ||\tilde{X}_{jk}||_2 ||v||_2$, and consequently

$$\tilde{X}_{jk} \text{ is an isometry } \mathcal{H}_k \rightarrow \mathcal{H}_j (\star \star).$$

Repeating the above steps for $\tilde{X}_{jk}^\dagger$, which can be treated as an operator $\mathcal{H}_j \rightarrow \mathcal{H}_k$, we have

$$\tilde{X}_{jk}^\dagger \text{ is an isometry } \mathcal{H}_j \rightarrow \mathcal{H}_k (\star \star \star).$$

So if $\tilde{X}_{jk} \neq 0$, then from ($\star \star \star$) and ($\star \star \star$), we have that $\mathcal{H}_j$ and $\mathcal{H}_k$ $d_j = d_k$ and

$$\tilde{X}_{jk} \tilde{X}_{jk}^\dagger = \tilde{X}_{jk}^\dagger \tilde{X}_{jk} = ||\tilde{X}_{jk}||^2 \mathbb{I}_{d_j}.$$  

(A15)

Therefore, if $d_j \neq d_k$, then $\tilde{X}_{jk} = 0$ and the proof is completed.


